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Prologue

The public key encryption protocol NTRU [9] was introduced in 1998, the main idea
behind the protocol is that the secret key consists in the knowledge of a small Euclidean
weight vector, which is used to derive a double circulant matrix. This matrix is then seen
as a dual matrix of an associated lattice and a specific decoding algorithm based on the
knowledge of this small weight dual matrix is used as decryption.

This idea of having as a trapdoor, the knowledge of a small weight dual matrix (with
a specific associated decoding algorithm) can naturally be generalized to other metrics. It
was done in 2013 with MDPC [12] for Hamming metric and also in 2013 for Rank metric
with LRPC codes [4]. These three protocols derive from the same basic main idea, adapted
for different metrics, which have different properties in terms of efficiency, size of parameters
and security reduction.

In this proposal we introduce LOCKER a proposal built on a small variation of the
LRPC rank metric approach. We introduce Ideal-LRPC codes, and propose an IND-CPA
PKE, from which we build an IND-CCA2 Key Encapsulation Mechanism (KEM) through
a generic conversion. The LOCKER PKE proposal is very similar to the LAKE Key
Exchange but adapted with parameters supporting very low decryption probability failures.
The scheme is efficient in terms of size of parameters and computational complexity which
benefit from the nice properties of rank metric. The scheme has a failure probability but
this probability is well understood and can be made very low from 2−64 to 2−128.

1 Specifications
In the following document, q denotes a power of a prime p. The finite field with q elements
is denoted by Fq and more generally for any positive integer m the finite field with qm

elements is denoted by Fqm . We will frequently view Fqm as an m-dimensional vector space
over Fq.

We use bold lowercase and capital letters to denote vectors and matrices respectively.
We will view vectors here either as column or row vectors. It will be clear from the context
whether it is a column or a row vector. For two matrices A,B of compatible dimensions,

we let (A|B) and
(
A
B

)
respectively denote the horizontal and vertical concatenations of

A and B.

1.1 Presentation of rank metric codes

1.1.1 General definitions

Definition 1.1 (Rank metric over Fnqm). Let x = (x1, . . . , xn) ∈ Fnqm and (β1, . . . , βm) ∈ Fmqm
a basis of Fqm viewed as an m-dimensional vector space over Fq. Each coordinate xj is

3



associated to a vector of Fmq in this basis: xj =
∑m

i=1mijβi. The m × n matrix associated
to x is given by M (x) = (mij)16i6m

16j6n
.

The rank weight ‖x‖ of x is defined as

‖x‖ def
= RankM (x).

The associated distance d(x,y) between elements x and y in Fnqm is defined by d(x,y) =
‖x− y‖.

Definition 1.2 (Fqm-linear code). An Fqm-linear code C of dimension k and length n is a
subspace of dimension k of Fnqm embedded with the rank metric. It is denoted [n, k]qm.
C can be represented by two equivalent ways:

• by a generator matrix G ∈ Fk×nqm . Each rows of G is an element of a basis of C,

C = {xG,x ∈ Fkqm}

• by a parity-check matrix H ∈ F(n−k)×n
qm . Each rows of H determines a parity-check

equation verified by the elements of C:

C = {x ∈ Fnqm :HxT = 0}

We say that G (respectively H) is under systematic form iff it is of the form (Ik|A)
(respectively (In−k|B)).

Definition 1.3 (Support of a word). Let x = (x1, . . . , xn) ∈ Fnqm. The support E of x,
denoted Supp(x), is the Fq-subspace of Fqm generated by the coordinates of x:

E = 〈x1, . . . , xn〉Fq

and we have dimE = ‖x‖.

The number of supports of dimension w of Fqm is denoted by the Gaussian coefficient[
m
w

]
q

=
w−1∏
i=0

qm − qi

qw − qi

1.1.2 Double circulant and ideal codes

To describe an [n, k]qm linear code, we can give its systematic generator matrix or its
systematic parity-check matrix. In both case, the number of bits needed to represent such
a matrix is k(n−k)m dlog2 qe. To reduce the size of a representation of a code, we introduce
the double circulant codes.

First we need to define the circulant matrices.

4



Definition 1.4 (Circulant matrix). A square matrix M of size n×n is said circulant if it
is of the form

M =


m0 m1 . . . mn−1

mn−1 m0
. . . mn−2

... . . . . . . ...
m1 m2 . . . m0


We denoteMn(Fqm) the set of circulant matrices of size n× n over Fqm.

The following proposition states an important property of circulant matrices.

Proposition 1.5. Mn(Fqm) is an Fqm-algebra isomorphic to Fqm [X]/(Xn − 1), that-is-to-
say the set of polynomials with coefficients in Fqm modulo Xn − 1. The canonical isomor-
phism is given by

ϕ : Fqm [X]/(Xn − 1) −→ Mn(Fqm)

n−1∑
i=0

miX
i 7−→


m0 m1 . . . mn−1

mn−1 m0
. . . mn−2

... . . . . . . ...
m1 m2 . . . m0


In the following, in order to simplify the notation, we will identify the polynomial

G(X) =
∑n−1

i=0 giX
i ∈ Fqm [X] with the vector g = (g0, . . . , gn−1) ∈ Fnqm . We will denote ug

mod P the vector of the coefficients of the polynomial
(∑n−1

j=0 ujX
j
) (∑n−1

i=0 giX
i
)

mod P

or simply ug if there is no ambiguity in the choice of the polynomial P .

Definition 1.6 (Double circulant codes). An [2n, n]qm linear code C is said double circulant
if it has a generator matrix G of the form G = (A|B) where A and B are two circulant
matrices of size n.

With the previous notations, we have C = {(xa,xb),x ∈ Fnqm}. If a is invertible in
Fqm [X]/(Xn − 1), then C = {(x,xg),x ∈ Fnqm} where g = a−1b. In this case we said that
C is generated by g (mod Xn − 1). Thus we only need nm dlog2 qe bits to describe an
[2n, n]qm double circulant code.

We can generalize the double circulant codes by choosing another polynomial P to define
the quotient-ring Fqm [X]/(P ).

Definition 1.7 (Ideal codes). Let P (X) ∈ Fq[X] be a polynomial of degree n and
g1, g2 ∈ Fnqm. Let G1(X) =

∑n−1
i=0 g1iX

i and G2(X) =
∑n−1

j=0 g1jX
j the polynomials as-

sociated respectively to g1 and g2.
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By definition, the [2n, n]qm ideal code C of generator (g1, g2) is the code with generator
matrix

G =


G1(X) mod P G2(X) mod P
XG1(X) mod P XG2(X) mod P

...
...

Xn−1G1(X) mod P Xn−1G2(X) mod P


More concisely, we have C = {(xg1 mod P,xg2 mod P ),x ∈ Fnqm}. We will often omit
to precise the polynomial P if there is no ambiguity.

If g1 is invertible, under systematic form, C = {(x,xg),x ∈ Fnqm} with g = g−11 g2
mod P .

Relation between polynomial and matrix forms for the syndrome computation

We need to be careful when we use these notations in the case of parity-check matrix.
Indeed, if we have a syndrome σ = e1h1+e2h2 mod P , this equality is equivalent in term
of product matrix-vector to (H1|H2)(e1|e2)T = σT where

H1 =


h1 mod P
Xh1 mod P

...
Xn−1h1 mod P


T

and H2 =


h2 mod P
Xh2 mod P

...
Xn−1h2 mod P


T

Thus, we said that (h1,h2) and P define a parity-check matrix of a code C if (HT
1 |HT

2 )
is a parity-check matrix of C.

1.2 Difficult problems in rank metric

In this section, we introduce the difficult problems on which our cryptosystem is based.

Problem 1.8 (Rank Syndrome Decoding). Given a full-rank matrix H ∈ F(n−k)×n
qm , a

syndrome σ and a weight ω, it is hard to sample a vector x ∈ Fnqm of weight lower than ω
such that HxT = σT .

The RSD problem has recently been proven hard in [6] on probabilistic reduction.

Problem 1.9 (Ideal-Rank Syndrome Decoding). Given a vector h ∈ Fnqm, a polynomial
P ∈ Fq[X] of degree n, a syndrome σ and a weight ω, it is hard to sample a vector x =
(x1,x2)F2n

qm of weight lower than ω such that x1 + x2h = σ mod P .

Since h and P define a systematic parity-check matrix of an [2n, n]qm ideal code, the
I− RSD problem is a particular case of the RSD problem.
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Problem 1.10 (Ideal-Rank Support Recovery). Given a vector h ∈ Fnqm, a polynomial
P ∈ Fq[X] of degree n, a syndrome σ and a weight ω, it is hard to recover the support E of
dimension lower than ω such that e1 + e2h = σ mod P where the vectors e1 and e2 were
sampled from E.

The I− RSR problem is trivially reduced to the I− RSD problem. Indeed to recover
the support E of an instance of the I− RSD problem from a solution x of the I− RSD
problem, we just have to compute the support of x.

Reciprocally, the I− RSD problem can also be reduced to the I− RSR problem. Let us
suppose we know the support E of a solution of the I− RSR problem for a weight ω. We
want to find x = (x1,x2) of weight lower than ω such that x1 + x2h = σ mod P .

This equation is equivalent to In H

 (x10 . . . x1,n−1, x20 . . . x2,n−1)
T = σT (1)

where H =


h

Xh mod P
...

Xn−1h mod P


T

and x1 = (x10 . . . x1,n−1),x2 = (x20 . . . x2,n−1).

Let (E1, . . . , Eω) be a basis of E. We can express the coordinates of x1 and x2 in this
basis:

∀i ∈ {1, 2}, 0 6 j 6 n− 1, xij =
ω∑
k=1

λijkEk, with λijk ∈ Fq

Then we rewrite the equations 1 in the new unknowns λijk. We obtain a system of 2nω
unknowns over Fq and n equations over Fqm , so nm equations over Fq.

Since e1 + e2h = σ mod P , the system has at least one solution and by construction
all the solutions have their support included in E of dimension ω, so we can find a solution
the I− RSD problem by solving this system.

Even if there is no reduction proof as for the generic RSD problem, the ideal (and quasi-
cyclic double circulant) versions of the RSD problem are considered hard. The situation is
similar to Hamming and Euclidean metrics for double circulant codes, for which there is
known strong improvement on the attack complexity whenever one avoids weak keys, typi-
cally choosing a polynomial P with many small factors: in our case P is chosen irreducible.
The complexity of known attacks against these problems are described in Section 5.

1.3 The Low Rank Parity Check codes

1.3.1 Definition

The LRPC codes have been introduced in [4]. They are good candidates for the cryptosys-
tem of McEliece because the have a weak algebraic structure.
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Definition 1.11 (LRPC codes). Let H = (hij)16i6n−k
16j6n

∈ F(n−k)×n
qm a full-rank matrix such

that its coefficients generate an Fq-subspace F of small dimension d:

F = 〈hij〉Fq

Let C be the code with parity-check matrix H. By definition, C is an [n, k]qm LRPC code of
weight d.

Such a matrix H is called homogeneous matrix of weight d and support F .

We can now define the ideal LRPC codes as we have defined the ideal codes.

Definition 1.12 (Ideal LRPC codes). Let F be a Fq-subspace of dimension d of Fqm,
(h1,h2) two vectors of Fnqm of support F and P ∈ Fq[X] a polynomial of degree n. Let

H1 =


h1

Xh1 mod P
...

Xn−1h1 mod P


T

and H2 =


y

Xh2 mod P
...

Xn−1h2 mod P


T

By definition, the code C with parity check matrix H = (H1|H2) is an ideal LRPC code of
type [2n, n]qm.

As we can see, since P ∈ Fq[X], the support of X ih1 is still F for all 1 6 i 6 n−1 hence
the necessity to choose P with coefficients in the base field Fq to keep the LRPC structure
of the ideal code.

To hide the structure of an ideal LRPC, we only reveal its systematic parity-check
matrix.

Problem 1.13 (Ideal LRPC codes indistinguishability). Given a polynomial P ∈ Fq[X] of
degree n and a vector h ∈ Fnqm, it is hard to distinguish whether the ideal code C with the
parity-check matrix generated by h and P is a random ideal code or if it is an ideal LRPC
code of weight d.

In other words, it is hard to distinguish if h was sampled uniformly at random or as
x−1y mod P where the vectors x and y have the same support of small dimension d.

The ideal LRPC codes are particularly interesting if we choose an irreducible polynomial
for P . In this case we counter a structural attack against double circulant LRPC which can
be found in [7].

1.4 A support recovery algorithm

The decoding algorithm of LRPC codes first recover the support of the error vector then
solve a linear system in order to recover the error coordinates. For our scheme, we only
need to recover the support of the error. The probabilistic support recovery algorithm was
recently improved in [2]. The algorithm we present here, uses both the general decoding
algorithm of the LRPC codes described in [4] and a tweak of the improved algorithm
described in [2] designed to run in constant time.
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Notation 1.14. In the following, S is the vector space generated by the coordinates of the
syndrome < s1, ..., sn >. Its dimension is at most rd, and it is a subspace of the product
vector space E.F = 〈E1.F1, E2.F1, ..., Er.Fd〉. Si is defined by Si = F−1i .S with Fi an element
of a basis of F , and Sij = Si ∩ Sj.

1.4.1 Algorithm

Algorithm 1: Rank Support Recover algorithm (RS-Recover)
Data: F = 〈F1, ..., Fd〉, s = (s1, · · · , sn) (a vector), r (the dimension of E)
Result: A candidate for the vector space E
//Part 1 : Compute the vector space E.F

1 Compute S =< s1, · · · , sn >
2 Precompute every Si for i = 1 to d
3 Precompute every Si,i+1 for i = 1 to d− 1
4 for i from 1 to d− 2 do
5 tmp← S + F.(Si,i+1 ⊕ Si+1,i+2 ⊕ Si,i+2)
6 if dim(tmp) 6 rd then
7 S ← S ⊕ tmp
8 end
9 end
//Part 2 : Recover the vector space E

10 E ← F−11 .S ∩ ... ∩ F−1d .S
11 return E

The algorithm is designed in two parts : the first one is used to recover the whole vector
space E.F in case S is of dimension < rd. This ensures that the second part, which is
the general decoding of the LRPC codes, outputs the right E. Note that we don’t need to
recover the coordinates of the error vector e since we only use the support E in the protocol.

1.4.2 Probability of failure

The second part of the algorithm will fail if and only if S 6= E.F , thus the global probability
of failure depends both from the probability of dim(S) being smaller than rd and the
probability of not recovering E.F using the first part of the algorithm.

Notation 1.15. In the following, c is the codimension of S inside E.F : dim(S) = rd− c.
P (c = i) is the probability of S being of codimension i inside E.F and Pc=i(failure) if the
probability of not recovering E.F when c = i.

Proposition 1.16. The probability of failure of the new algorithm is
rd−1∑
i=1

P (c = i) ×

Pc=i(failure)

Analysis of Pc=1(failure)
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This algorithm uses the fact that dim(Si∩E) >= r− c (r−1 in this case), which means
each Si contains at least r − 1 vectors of E. Since all other vectors in Si are random, we
need to intersect two different Si in order to recover r − 2 vectors of E : those are the Sij.

At each iteration, we compute Si,i+1 ⊕ Si+1,i+2 ⊕ Si,i+2 to find vectors of E. Once we
have those, we multiply them by the vector space F to find vectors of S. If one of these
vectors (we note it x) is not in S, then S + x = E.F : we can decode successfully.

We know that every Sij contains at least r − 2 vectors of E. To study what happens
during each iteration of the algorithm, we suppose that Sij contains exactly r − 2 vectors
of E. Two cases may occur during each of the d− 2 iterations :

• If Si,i+1 = Si+1,i+2, then dim(Si,i+1 ⊕ Si+1,i+2 ⊕ Si,i+2) = r − 2, since the equality
implies that each vector that we find is in Si, Si+1 and Si+2 at the same time. In that
case the algorithm might not find new vectors of E.F . This equality happens with
probability q2−r.

• Si,i+1 6= Si+1,i+2, then dim(Si,i+1 ⊕ Si+1,i+2 ⊕ Si,i+2) = r : the inequality implies that
dim(Si,i+1 ⊕ Si+1,i+2) = r − 1 and, since Si,i+2 is different from both of the other Sij
(otherwise we would be in the first case), the union of the three Sij is exactly E. In
that case the algorithm always finds E.F .

Since each iteration can fail to recover E.F with probability q2−r, the probability of not
finding E.F when dim(S) = rd− 1 is q(2−r)(d−2).

Proposition 1.17. From [4] we know that P (c = i) = q−i(n−rd+i) thus the probability of
failure of this algorithm is max(q(2−r)(d−2) × q−(n−rd+1), q−2(n−rd+2).

In practice, this algorithm can decode event when c > 1, but Pc=2(failure) is harder
to study. Notice that the algorithm supposes that m is sufficiently higher than 2rd− r to
work, which is be the case for all parameters considered.

1.5 LOCKER an IND-CPA PKE based on rank metric

1.5.1 Definitions and security model

A Public Key Encryption (PKE) scheme is defined by three algorithm: the key generation
algorithm KeyGen which takes on input the security parameter λ and outputs a pair of
public and private keys (pk, sk) ; the encryption algorithm Enc(pk,M) which outputs the
ciphertext C corresponding to the message M and the decryption algorithm Dec(sk, C)
which outputs the plaintext M .

Our PKE scheme contains an hash function G modeled as a ROM.

• KeyGen(1λ):

– choose an irreducible polynomial P ∈ Fq[X] of degree n.
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– choose uniformly at random a subspace F of Fqm of dimension d and sample a
couple of vectors (x,y) $← F n×F n such that x is invertiblemod P , Supp(x,y) =
F .

– compute h = x−1y mod P .

– define pk = (h, P ) and sk = (x,y).

• Enc(pk,M):

– choose uniformly at random a subspace E of Fqm of dimension r and sample a
couple of vectors (e1, e2)

$← En × En, Supp(e1, e2) = E.

– compute c = e1 + e2h mod P and cipher =M ⊕G(E).
– output the ciphertext C = (c, cipher).

• Dec(sk, C):

– compute xc = xe1 + ye2 mod P and recover E with the support recovery
algorithm of previous section.

– output M = cipher ⊕G(E).

Correctness: since P is in Fq[X], xc has a support in the product space 〈E.F 〉, hence
knowing F one can apply the RS-Recover algorithm of the previous section which recovers
E.

Computational costs. The Encaps cost corresponds to a polynomial inversion mod P
in Fqm , for a multiplication cost of elements of Fqm in m log(m) log(log(m)), we obtain an
encryption complexity in O (n2log(n)m log (m) log (log (m))). The Decaps cost is a matrix-
vector multiplication of cost O (n2m log (m) log (log (m))) plus the decoding cost of the
RS-Recover algorithm (intersections of subspaces of dimension rd in Fqm) in O((rd)2m).

1.6 Parameters

In this section, we give some sets of parameters for a security parameters of 128, 192 and
256 for levels 1,3 and 5. In all cases, we have chosen q = 2. The parameters are :

• n is the length the public key h.

• m is the degree of the extension F2m .

• d is the weight of the ideal LRPC code used in the protocol.

• r is the weight of the error.
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• P is the irreducible polynomial of degree n of F2[X] which defines the ideal LRPC
code. We have chosen sparse polynomials in order to diminish the computation costs
and the size of the public key.

• the structural attack parameter is the logarithm in basis 2 of the complexity of the
best attack to recover the structure of the ideal LRPC code. It consists to look for a
codeword of weight d in an ideal LRPC of type [2n, n]2m defined by the parity-check
matrix (In|H) where

H =


h(X) mod P
Xh(X) mod P

...
Xn−1h(X) mod P


• the generic attack parameter is the logarithm in basis 2 of the complexity of the

best attack to recover the support E. It consists to solve the I− RSD problem for a
random ideal code of type [2n, n]2m and an error of weight r.

• pf is the probability of failure of the decryption algorithm. We have chosen the
parameters such that the theoretic upper bound is below 2−64 in the first set of
parameters and below 2−80 in the second one.

• the entropy parameter is the entropy of the subspace E. It is equal to log2

([
m
w

]
q

)
and have to be greater than the security parameter. We represent E by a matrix of
size w ×m in its row echelon form.

• the public key size is equal to number of bits needed to represent h and P . Since
P ∈ F2[X], we can describe it by giving the indexes of its non zero coordinates. This
cost is negligible with respect to the cost of h, thus we only indicate this cost in the
following tables.

2 Performance Analysis
In this section, we provide concrete timings of our implementations. The benchmarks were
performed on an Intel R©CoreTMi7-4700HQ CPU running @ up to 3.40GHz and the software
was compiled using GCC (version 6.3.0) with the following command : g++ -O2 -pedantic
-Wall -Wextra -Wno-vla.

2.1 Reference Implementation

Tab. 4 gives timings (in ms) of the reference implementation on our benchmark platform,
and Tab. 5 gives the number of CPU cycles.
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Name LOCKER I LOCKER II LOCKER III
Security 128 192 256

n 83 83 89
m 71 101 107
d 7 7 8
r 5 5 6
P X83 +X7 +X4 +X2 + 1 X83 +X7 +X4 +X2 + 1 X89 +X38 + 1

Structural Attack 133 209 273
Generic Attack 144 195 260

pf 2−64 2−64 2−64

Entropy 331 481 607
pk size (bits) 5,893 8,383 9,523
ct size (bits) 6,405 8,895 10,023

Table 1: Probability of failure of the decryption algorithm 6 2−64

Name LOCKER IV LOCKER V LOCKER VI
Security 128 192 256

n 101 103 103
m 79 97 107
d 7 8 8
r 5 6 6
P X101 +X7 +X6 +X + 1 X103 +X9 + 1 X103 +X9 + 1

Structural Attack 136 229 259
Generic Attack 157 234 260

pf 2−80 2−80 2−80

Entropy 371 547 607
pk size (bits) 7,979 9,991 11,021
ct size (bits) 8,491 10,503 11,533

Table 2: Probability of failure of the decryption algorithm 6 2−80

2.2 Optimized Implementation

No optimized implementation has been realized. Therefore, the folder ../Opti-
mized_Implementation/ is a copy of ../Reference_Implementation/.

3 Known Answer Test Values
KATs are provided in the folder ../KATS/Reference_Implementation/. As
mentioned in Sec. 2.2, since the reference and optimized implementa-
tions are identical, ../KATS/Optimized_Implementation/ is just a copy of
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Name LOCKER VII LOCKER VIII LOCKER IX
Security 128 192 256

n 149 149 157
m 83 101 109
d 8 8 9
r 5 5 6
P X149 +X10 +X9 +X7 + 1 X149 +X10 +X9 +X7 + 1 X157 +X6 +X5 +X2 + 1

Structural Attack 142 196 260
Generic Attack 165 192 268

pf 2−128 2−128 2−128

Entropy 391 481 619
pk size (bits) 12,367 15,049 17,113
ct size (bits) 12,879 15,561 17,625

Table 3: Probability of failure of the decryption algorithm 6 2−128

Instance KeyGen Encap Decap
LOCKER-I 1.09 0.22 1.04
LOCKER-II 1.33 0.23 1.08
LOCKER-III 1.51 0.25 1.58
LOCKER-IV 1.51 0.29 1.16
LOCKER-V 1.82 0.36 1.80
LOCKER-VI 1.94 0.31 1.68
LOCKER-VII 3.53 0.56 1.99
LOCKER-VIII 3.85 0.56 2.03
LOCKER-IX 4.31 0.62 2.76

Table 4: Timings (in ms) of the reference implementation for different instances of
LOCKER.

../KATS/Reference_Implementation/.
KATs have been generated using the script provided by NIST. They are available under

the folder labeled “KATs”. Additionally, we provide a complete example with intermediate
values in the KATs folder. This complete example corresponds to a successful run of
LOCKER. By successful, we mean that no decryption error occurred in the Decapsulation
step.

Notice that one can also generate other such detailed instances using the ver-
bose mode of each implementation. For instance, use make lockerI-verbose in
../Reference_Implementation/LOCKER-I/, then run ./bin/lockerI-verbose to get a
complete detailed instance with intermediate values.
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Instance KeyGen Encap Decap
LOCKER-I 2.71 0.55 2.57
LOCKER-II 3.19 0.54 1.08
LOCKER-III 3.58 0.60 3.77
LOCKER-IV 3.72 0.71 2.86
LOCKER-V 4.36 0.86 4.32
LOCKER-VI 4.68 0.75 4.06
LOCKER-VII 8.44 1.35 4.78
LOCKER-VIII 9.48 1.39 5.00
LOCKER-IX 10.4 1.49 6.60

Table 5: Millions of cycles reference implementation for different instances of LOCKER.

4 Security

4.1 IND-CPA security proof of the LOCKER PKE

Theorem 4.1. Under the Ideal LRPC indistinguishability 1.13 and the Ideal-Rank Support
Decoding 1.9 Problems, the encryption scheme presented above is indistinguishable against
Chosen Plaintext Attack in the Random Oracle Model.

Proof. We are going to proceed in a sequence of games. The simulator first starts from the
real scheme. First we replace the public key matrix by a random element, and then we use
the ROM to solve the QC-Rank Support Recovery.

• Game G0 is the regular scenario: We generate the public key h honestly, and E, c
also.

• In game G1, we now replace h by a random vector, the rest is identical to the previous
game. From an adversary point of view, the only difference is the distribution on h,
which is either generated at random, or as a product of low weight vectors. This is
exactly the Ideal-LRPC indistinguishability problem, hence

AdvG0
A ≤ AdvG1

A + AdvInd−I−LRPC
A

• In game G2, we now proceed as earlier except we replace G(E) by random. It can
be shown, that by monitoring the call to the ROM, the difference between this game
and the previous one can be reduced to the Ideal Rank Support Recovery, so that:

AdvG1
A ≤ 2−λ + 1/qG · AdvI−RSR

A ,

by qG we denote the number of queries to the random oracle G.
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• In a final game G3 we replace cipher = M ⊕ Rand by just cipher = Rand, since we
saw in section 1.2 that the problems I− RSR and I− RSD were equivalent it leads
to the conclusion.

4.2 A IND-CCA2 conversion of the LOCKER PKE
(LOCKER.KEM)

Let E be an instance of the LOCKER cryptosystem as described above. Let G, H, and K
be hash functions, typically SHA512 as advised by NIST. The KEM-DEM version of the
LOCKER cryptosystem is defined as follows (following [10]) :

• Setup(1λ): as before, except that k will be the length of the symmetric key being
exchanged, typically k = 256.

• KeyGen (param): exactly as before.

• Encaps (pk): generate m $← Fk (this will serve as a seed to derive the shared
key). Derive the randomness θ ← G(m). Generate the ciphertext c ← (u,v) =
E .Encrypt(pk,m, θ), and derive the symmetric key K ← K(m, c). Let d← H(m),
and send (c,d).

• Decaps (sk, c,d): Decrypt m′ ← E .Decrypt(sk, c), compute θ′ ← G(m′), and (re-
)encrypt m′ to get c′ ← E .Encrypt(pk,m′, θ′). If c 6= c′ or d 6= H(m′) then abort.
Otherwise, derive the shared key K ← K(m, c).

Figure 1: Description of our proposal LOCKER.KEM.

When applying the HHK [10] framework for the Fujisaki-Okamoto transformation, one
can show that the final transformation is CCA-2 secure such that:

AdvCCA−2
A ≤ qG · δ + qV · 2−γ +

2qG + 1

|M|
+ 3AdvCPA

A

As our scheme is CPA secure, the last term is negligible, we can handle exponentially
large message space for a polynomial number of query, so the previous is too.

As shown before, our scheme is gamma-spread so again for a polynomial number of
verification query, the term in qV is negligible.

The tricky term remaining is qG · δ, this is the product of the number of queries to the
random oracle, by the probability of generating an decipherable ciphertext in an honest
execution. For real application, we want schemes to be correct enough so that the proba-
bility of such occurrence is very small. This often leads, in application in running with a
probability of a magnitude of 2−64. This may seem not low enough for pure cryptographic
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security, however it should be noted this number, corresponds to the number of request,
adversarially generated where the simulator gives an honest answer to a decryption query,
which would mean that a single user would be able to do as many queries as expected by
the whole targeted users in a live application, so a little trade-off at this level seems more
than fair.

4.2.1 A hybrid encryption scheme (LOCKER.HE)

While NIST claimed that they will be using generic transformations to convert any IND-
CCA2 KEM into an IND-CCA2 PKE, no detail on these conversions have been provided.
We therefore refer to LOCKER.HE to designate the PKE scheme resulting from applying a
generic conversion to LOCKER.KEM.

5 Known Attacks
There are two ways to attack our system: either the opponent can try to recover the
structure of the ideal LRPC code by searching a codeword of weight d in the ideal code
generated by h, or he can try to solve an instance of the I− RSR 1.10 problem of weight r
for a random ideal code.

There exist two types of generic attacks on these problems:

• the combinatorial attacks where the goal is to find the support of the error or of the
codeword.

• the algebraic attacks where the opponent tries to solve an algebraic system by Groeb-
ner basis.

First, we deal with the combinatorial attacks, both in the generic case and in the ideal
LRPC case and in a third subsection we discuss about the algebraic attacks.

5.1 Generic attacks

In this section, we give the complexity of the best attack on the I− RSR 1.10 problem: the
inputs are a vector h ∈ Fnqm which defines the systematic parity-check matrix of an [2n, n]qm
ideal code C, a syndrome c = e1 + e2h mod P and an integer r which is the dimension of
the support E of e = (e1, e2). The goal is to find E.

This attack is an improvement of a previous attack described in [5], a detailed
description of the attack can be found in [1]. For a better understanding, we first describe
the first attack, then the new attack can easily be deduced from it. These attacks do not
take account on the ideal structure of the code but in the current state-of-the-art, we do
not know any generic combinatorial attack which uses this structure.
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The first step is to compute a parity check matrix H of size n × 2n of C from h such
that we have the system HeT = cT of n equations over Fqm . This step is polynomial so its
cost is negligible.
Let F be a subspace of Fqm of dimension t and (F1, . . . , Ft) a basis of F . We will determine
the value of t later. Let us assume that E ⊂ F .

⇒ ∀i ∈ [1..2n], ei =
t∑

j=1

λijFj

This gives us 2nt unknowns over Fq and we have:

HeT = cT (2)

⇔


H1,1e1 + · · ·+ H1,2ne2n = c1

...
...

...
Hn1e1 + · · ·+ Hn,2ne2n = cn

⇔


∑t

j=1 (λ1jH1,1Fj + · · ·+ λ2n,jH1,2nFj) = c1
...

...
...∑t

j=1 (λ1jHn,1Fj + · · ·+ λ2n,jHn,2nFj) = cn

(3)

Let ϕi the ith canonical projection from Fqm on Fq:

ϕi : Fqm → Fq
m∑
i=1

xiβi 7→ xi

We apply these functions to the n equations of (3) to obtain

HeT = cT

⇔ ∀i ∈ [1..m],
∑t

j=1

(
λ1jϕi(H1,1Fj) + · · ·+ λ2n,jϕi(H1,2nFj)

)
= ϕi(c1)

...
...

...∑t
j=1

(
λ1jϕi(Hn,1Fj) + · · ·+ λ2n,jϕi(Hn,2nFj)

)
= ϕi(cn)

(4)

Since we assume E ⊂ F , this system has at least one solution. We want nm > 2nt to
have more equations than unknowns =⇒ t 6

⌊
m
2

⌋
. To check this assumption, we have to

try and solve the system, that’s why the complexity of this attack is O
(
n3m3

p

)
where p is

the probability that E ⊂ F .
p is equal to the number of subspaces of dimension r in a subspace of dimension t divided
by the total number of subspaces of dimension r in Fqm .

p =

[
t
r

]
q[

m
r

]
q

≈ q−r(m−t)
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By taking t =
⌊
m
2

⌋
we obtain a complexity of

O
(
n3m3qrd

m
2 e
)

The new attack take account on the Fqm-linearity of the code C. Let x be any solution
of the system HeT = c without consider its weight. Let C ′ = C+Fqmx be the [2n, n+1]qm
code generated by C and x. By construction, e ∈ C ′ and by Fqm-linearity any multiples
αe ∈ C ′, α ∈ Fqm . If r is small, then with overwhelming probability, all the codewords of
C ′ of weight r are multiple of e. If we know a codeword e′ = αe of weight r of C ′, we can
recover e then E by solving the equation He′ = αc of unknown α ∈ Fqm .

The rest of the algorithm is the same as previously. We choose a subspace F ′ of dimen-
sion t′ and assume that F ′ contains the support αE of a codeword αe. There are at most
qm−1
q−1 subspaces of this form, because αE = βE if α/β ∈ F∗q and this bound is reached if
m is prime, which is always the case in the parameters we have proposed. Since we have
qm−1
q−1

[
t′

r

]
q

�
[
m
r

]
q

, we can approximate the probability p′ that F ′ ⊃ αE by the product of

the probability that F ′ ⊃ E by the number of subspaces of the form αE

p′ ≈ qm − 1

q − 1

[
t′

r

]
q[

m
r

]
q

≈ q−r(m−t
′)+m−1

Then we express the coordinates of αe in a basis of F ′, which gives us 2nt′ unknowns
over Fq. Since C ′ is an [2n, n + 1]qm code, the parity-check equations give us m(n − 1)

equations over Fq, so we need t′ 6
⌊
m(n−1)

2n

⌋
= m −

⌈
m(n+1)

2n

⌉
to solve the system. The

complexity of the attack is

O
(
(nm)3

p′

)
= O

(
(nm)3qrd

m(n+1)
2n e−m

)
and the gain is almost qm with respect to the previous attack.

5.2 Structural attack against ideal LRPC codes

Let C be an [2n, n]qm ideal LRPC code generated by the two polynomials (x,y) of support
F of dimension d. Let h = x−1y which generates the systematic parity-check matrix of C.
The problem is to recover the structure of C, given only access to h.

The most efficient known attack is to find a codeword of weight d in the dual code
C⊥ generated by h. The algorithm described in the previous section is the best known
algorithm to solve this problem. However its complexity is better in the case of the dual of
an ideal LRPC code than in a random code with the same parameters.
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Indeed, let H be the matrix of size nn generated by (x,y). By definition, H is a
generator matrix of C⊥. Let (hi)16i6n be the rows of H . For all 1 6 i 6 n, Supp(hi) =
F =⇒ C⊥ contains qn codewords of the same support, so the complexity of the algorithm
is divided by qn. Thus, the complexity of the attack is

O
(
n3m3qdd

m
2 e−m−n

)
There exists a specific attack on the ideal LRPC codes which can be found in [8]. In

this article, the authors present an attack against double circulant LRPC codes but it can
be adapted straightforwardly in the case of ideal LRPC codes. However, the crucial point
of this attack is that the polynomial Xn − 1 has always X − 1 as divisor and may have
many more factors depending on n and q. In the case of ideal LRPC codes, we can choose
an irreducible polynomial P of degree n of Fq[X] to generate the quotient-ring Fq[X]/(P ),
which completely negates this specific attack.

5.3 Algebraic attacks

The second way to solve the equations of the system (4) is to use the Groebner basis [11].
The advantage of these attacks is that they are independent of the size of q. They mainly
depend on the number of unknowns with respect to the number of equations. However,
in the case q = 2 the number of unknowns is generally too high for that the algorithms
by Groebner basis are more efficient than the combinatorial attacks. We have chosen our
parameters such that the best attacks are combinatorial, the expected complexity of the
algorithms by Groebner basis is based on the article [3].

6 Advantages and Limitations

6.1 Advantages

The proposed scheme is very efficient, both in terms of size of keys and computational
complexity. The scheme also benefits from a constant time decoding algorithm. The choice
of parameters is very versatile. The choice of parameters is very versatile. There is a
reduction to a well understood generic problem I− RSD, which is a natural generalization
of Quasi-Cyclic RSD. This type of problem is the same type of problem which has been
used for many years for Hamming and Euclidean distances.

6.2 Limitations

Rank metric has very nice features, the use of rank metric for cryptographic purposes is
not very old (1991), it may seems as a limitations, but still in recent years there has been
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a lot activities on understanding the inherent computational difficulty of the problem and
it seems very hard to improve on the general complexity of the problem.
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public  for  review  and  will  be  evaluated  by  NIST,  and  that  it  might  not  be  selected  for
standardization  by  NIST.  I  further  acknowledge  that  I  will  not  receive  financial  or  other
compensation from the U.S. Government for my submission. I certify that,  to the best of my
knowledge,  I  have  fully  disclosed  all  patents  and  patent  applications  which  may  cover  my
cryptosystem, reference implementation or optimized implementations. I also acknowledge and
agree that the U.S. Government may, during the public review and the evaluation process, and, if
my submitted cryptosystem is selected for standardization, during the lifetime of the standard,
modify my submitted cryptosystem’s specifications (e.g., to protect against a newly discovered
vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the
draft standards for public comment

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any
patent  or  patent  application  identified  to  cover  the  practice  of  my  cryptosystem,  reference
implementation or optimized implementations and the right to use such implementations for the
purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove
my cryptosystem from consideration  for  standardization.  If  my cryptosystem (or  the  derived
cryptosystem)  is  removed  from  consideration  for  standardization  or  withdrawn  from
consideration by all submitter(s) and owner(s), I understand that rights granted and assurances



made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized
implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate. 

Signed: Jean-ChristopheDeneuville

Title: PhD, post-doc
Date: November 28, 2017
Place: Limoges



I, Philippe Gaborit, of University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  do  hereby  declare  that  the  cryptosystem,  reference  implementation,  or  optimized
implementations  that  I  have submitted,  known as  LOCKER,  is  my own original  work,  or  if
submitted jointly with others, is the original work of the joint submitters.

I further declare that (check one):

☑ I do not hold and do not intend to hold any patent or patent application with a
claim  which  may  cover  the  cryptosystem,  reference  implementation,  or  optimized
implementations that  I  have submitted,  known as LOCKER;  OR (check one or both of the
following):

☐ to the best of my knowledge, the practice of the cryptosystem, reference
implementation, or optimized implementations that I have submitted, known as LOCKER, may
be  covered  by  the  following  U.S.  and/or  foreign  patents:  “Cryptographic  method  for
communicating confidential  information” US9094189 B2,  and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190;

☐ I  do  hereby  declare  that,  to  the  best  of  my  knowledge,  the  following
pending  U.S.  and/or  foreign  patent  applications  may  cover  the  practice  of  my  submitted
cryptosystem, reference implementation or optimized implementations: “Cryptographic method
for communicating confidential information” US9094189 B2, and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190.

I  do hereby acknowledge and agree that  my submitted cryptosystem will  be provided to  the
public  for  review  and  will  be  evaluated  by  NIST,  and  that  it  might  not  be  selected  for
standardization  by  NIST.  I  further  acknowledge  that  I  will  not  receive  financial  or  other
compensation from the U.S. Government for my submission. I certify that,  to the best of my
knowledge,  I  have  fully  disclosed  all  patents  and  patent  applications  which  may  cover  my
cryptosystem, reference implementation or optimized implementations. I also acknowledge and
agree that the U.S. Government may, during the public review and the evaluation process, and, if
my submitted cryptosystem is selected for standardization, during the lifetime of the standard,
modify my submitted cryptosystem’s specifications (e.g., to protect against a newly discovered
vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the
draft standards for public comment

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any
patent  or  patent  application  identified  to  cover  the  practice  of  my  cryptosystem,  reference
implementation or optimized implementations and the right to use such implementations for the
purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove
my cryptosystem from consideration  for  standardization.  If  my cryptosystem (or  the  derived
cryptosystem)  is  removed  from  consideration  for  standardization  or  withdrawn  from
consideration by all submitter(s) and owner(s), I understand that rights granted and assurances
made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized



implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate. 

Signed: 

Title: Professor
Date: November 28, 2017
Place: Limoges



I,  Adrien  Hauteville,  of  University  of  Limoges,  123  avenue  Albert  Thomas,  87060 Limoges
Cedex,  FRANCE,  do  hereby  declare  that  the  cryptosystem,  reference  implementation,  or
optimized implementations that I have submitted, known as LOCKER, is my own original work,
or if submitted jointly with others, is the original work of the joint submitters.

I further declare that (check one):

☑ I do not hold and do not intend to hold any patent or patent application with a
claim  which  may  cover  the  cryptosystem,  reference  implementation,  or  optimized
implementations that  I  have submitted,  known as LOCKER;  OR (check one or both of the
following):

☐ to the best of my knowledge, the practice of the cryptosystem, reference
implementation, or optimized implementations that I have submitted, known as LOCKER, may
be  covered  by  the  following  U.S.  and/or  foreign  patents:  “Cryptographic  method  for
communicating confidential  information” US9094189 B2,  and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190;

☐ I  do  hereby  declare  that,  to  the  best  of  my  knowledge,  the  following
pending  U.S.  and/or  foreign  patent  applications  may  cover  the  practice  of  my  submitted
cryptosystem, reference implementation or optimized implementations: “Cryptographic method
for communicating confidential information” US9094189 B2, and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190.

I  do hereby acknowledge and agree that  my submitted cryptosystem will  be provided to  the
public  for  review  and  will  be  evaluated  by  NIST,  and  that  it  might  not  be  selected  for
standardization  by  NIST.  I  further  acknowledge  that  I  will  not  receive  financial  or  other
compensation from the U.S. Government for my submission. I certify that,  to the best of my
knowledge,  I  have  fully  disclosed  all  patents  and  patent  applications  which  may  cover  my
cryptosystem, reference implementation or optimized implementations. I also acknowledge and
agree that the U.S. Government may, during the public review and the evaluation process, and, if
my submitted cryptosystem is selected for standardization, during the lifetime of the standard,
modify my submitted cryptosystem’s specifications (e.g., to protect against a newly discovered
vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the
draft standards for public comment

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any
patent  or  patent  application  identified  to  cover  the  practice  of  my  cryptosystem,  reference
implementation or optimized implementations and the right to use such implementations for the
purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove
my cryptosystem from consideration  for  standardization.  If  my cryptosystem (or  the  derived
cryptosystem)  is  removed  from  consideration  for  standardization  or  withdrawn  from
consideration by all submitter(s) and owner(s), I understand that rights granted and assurances
made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized



implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate. 

Signed: Adrien Hauteville

Title: PhD Student
Date: November 28, 2017
Place: Limoges



I, Olivier Ruatta, of University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  do  hereby  declare  that  the  cryptosystem,  reference  implementation,  or  optimized
implementations  that  I  have submitted,  known as  LOCKER,  is  my own original  work,  or  if
submitted jointly with others, is the original work of the joint submitters.

I further declare that (check one):

☑ I do not hold and do not intend to hold any patent or patent application with a
claim  which  may  cover  the  cryptosystem,  reference  implementation,  or  optimized
implementations that  I  have submitted,  known as LOCKER;  OR (check one or both of the
following):

☐ to the best of my knowledge, the practice of the cryptosystem, reference
implementation, or optimized implementations that I have submitted, known as LOCKER, may
be  covered  by  the  following  U.S.  and/or  foreign  patents:  “Cryptographic  method  for
communicating confidential  information” US9094189 B2,  and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190;

☐ I  do  hereby  declare  that,  to  the  best  of  my  knowledge,  the  following
pending  U.S.  and/or  foreign  patent  applications  may  cover  the  practice  of  my  submitted
cryptosystem, reference implementation or optimized implementations: “Cryptographic method
for communicating confidential information” US9094189 B2, and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190.

I  do hereby acknowledge and agree that  my submitted cryptosystem will  be provided to  the
public  for  review  and  will  be  evaluated  by  NIST,  and  that  it  might  not  be  selected  for
standardization  by  NIST.  I  further  acknowledge  that  I  will  not  receive  financial  or  other
compensation from the U.S. Government for my submission. I certify that,  to the best of my
knowledge,  I  have  fully  disclosed  all  patents  and  patent  applications  which  may  cover  my
cryptosystem, reference implementation or optimized implementations. I also acknowledge and
agree that the U.S. Government may, during the public review and the evaluation process, and, if
my submitted cryptosystem is selected for standardization, during the lifetime of the standard,
modify my submitted cryptosystem’s specifications (e.g., to protect against a newly discovered
vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the
draft standards for public comment

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any
patent  or  patent  application  identified  to  cover  the  practice  of  my  cryptosystem,  reference
implementation or optimized implementations and the right to use such implementations for the
purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove
my cryptosystem from consideration  for  standardization.  If  my cryptosystem (or  the  derived
cryptosystem)  is  removed  from  consideration  for  standardization  or  withdrawn  from
consideration by all submitter(s) and owner(s), I understand that rights granted and assurances
made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized



implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate. 

Signed: Olivier Ruatta

Title: Associate Professor
Date: November 28, 2017
Place: Limoges



I, Jean-Pierre Tillich, of INRIA Rocquencourt, B.P. 105 78153 Le Chesnay Cedex, FRANCE, do
hereby declare that the cryptosystem, reference implementation, or optimized implementations
that I have submitted, known as LOCKER, is my own original work, or if submitted jointly with
others, is the original work of the joint submitters.

I further declare that (check one):

☑ I do not hold and do not intend to hold any patent or patent application with a
claim  which  may  cover  the  cryptosystem,  reference  implementation,  or  optimized
implementations that I  have submitted,  known as LOCKER;  OR (check one or both of the
following):

☐ to the best of my knowledge, the practice of the cryptosystem, reference
implementation, or optimized implementations that I have submitted, known as LOCKER, may
be  covered  by  the  following  U.S.  and/or  foreign  patents:  “Cryptographic  method  for
communicating  confidential  information” US9094189 B2,  and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190;

☐ I  do  hereby  declare  that,  to  the  best  of  my  knowledge,  the  following
pending  U.S.  and/or  foreign  patent  applications  may  cover  the  practice  of  my  submitted
cryptosystem, reference implementation or optimized implementations: “Cryptographic method
for communicating confidential information” US9094189 B2, and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190.

I  do hereby acknowledge and agree that my submitted cryptosystem will  be provided to the
public  for  review  and  will  be  evaluated  by  NIST,  and  that  it  might  not  be  selected  for
standardization  by  NIST.  I  further  acknowledge  that  I  will  not  receive  financial  or  other
compensation from the U.S. Government for my submission.  I certify that, to the best of  my
knowledge,  I  have  fully  disclosed  all  patents  and  patent  applications  which  may  cover  my
cryptosystem, reference implementation or optimized implementations. I also acknowledge and
agree that the U.S. Government may, during the public review and the evaluation process, and, if
my submitted cryptosystem is selected for standardization, during the lifetime of the standard,
modify my submitted cryptosystem’s specifications (e.g., to protect against a newly discovered
vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the
draft standards for public comment

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any
patent  or  patent  application  identified  to  cover  the  practice  of  my  cryptosystem,  reference
implementation or optimized implementations and the right to use such implementations for the
purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove
my cryptosystem from consideration  for  standardization.  If  my cryptosystem (or  the  derived
cryptosystem)  is  removed  from  consideration  for  standardization  or  withdrawn  from
consideration by all submitter(s) and owner(s), I understand that rights granted and assurances
made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized



implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate. 

Signed: Jean-Pierre Tillich

Title: Research Director, Professor
Date: November 28, 2017
Place: Paris



I, Gilles Zémor, of IMB, University of Bordeaux, 351 cours de la Libération, F-33405 Talence
Cedex,  FRANCE,  do  hereby  declare  that  the  cryptosystem,  reference  implementation,  or
optimized implementations that I have submitted, known as LOCKER, is my own original work,
or if submitted jointly with others, is the original work of the joint submitters.

I further declare that (check one):

☑ I do not hold and do not intend to hold any patent or patent application with a
claim  which  may  cover  the  cryptosystem,  reference  implementation,  or  optimized
implementations that  I  have submitted,  known as LOCKER;  OR (check one or both of the
following):

☐ to the best of my knowledge, the practice of the cryptosystem, reference
implementation, or optimized implementations that I have submitted, known as LOCKER, may
be  covered  by  the  following  U.S.  and/or  foreign  patents:  “Cryptographic  method  for
communicating confidential  information” US9094189 B2,  and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190;

☐ I  do  hereby  declare  that,  to  the  best  of  my  knowledge,  the  following
pending  U.S.  and/or  foreign  patent  applications  may  cover  the  practice  of  my  submitted
cryptosystem, reference implementation or optimized implementations: “Cryptographic method
for communicating confidential information” US9094189 B2, and “Procédé cryptographique de
communication d'une information confidentielle” FR 10/51190.

I  do hereby acknowledge and agree that  my submitted cryptosystem will  be provided to  the
public  for  review  and  will  be  evaluated  by  NIST,  and  that  it  might  not  be  selected  for
standardization  by  NIST.  I  further  acknowledge  that  I  will  not  receive  financial  or  other
compensation from the U.S. Government for my submission. I certify that,  to the best of my
knowledge,  I  have  fully  disclosed  all  patents  and  patent  applications  which  may  cover  my
cryptosystem, reference implementation or optimized implementations. I also acknowledge and
agree that the U.S. Government may, during the public review and the evaluation process, and, if
my submitted cryptosystem is selected for standardization, during the lifetime of the standard,
modify my submitted cryptosystem’s specifications (e.g., to protect against a newly discovered
vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the
draft standards for public comment

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any
patent  or  patent  application  identified  to  cover  the  practice  of  my  cryptosystem,  reference
implementation or optimized implementations and the right to use such implementations for the
purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove
my cryptosystem from consideration  for  standardization.  If  my cryptosystem (or  the  derived
cryptosystem)  is  removed  from  consideration  for  standardization  or  withdrawn  from
consideration by all submitter(s) and owner(s), I understand that rights granted and assurances
made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized



implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate. 

Signed: Gilles Zémor

Title: Professor
Date: November 28, 2017
Place: Bordeaux



I, Nicolas Aragon, of University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: Nicolas Aragon

Title: PhD Student
Date: November 28, 2017
Place: Limoges



I, Olivier Blazy, of University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: Olivier Blazy

Title: Associate Professor
Date: November 28, 2017
Place: Limoges



I, Jean-Christophe Deneuville, of INSA-CVL Bourges, 88 boulevard Lahitolle, 18000 Bourges,
FRANCE,  and  University  of  Limoges,  123  avenue  Albert  Thomas,  87060  Limoges  Cedex,
FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: Jean-Christophe Deneuville

Title: Ph.D. post-doc
Date: November 28, 2017
Place: Limoges



I, Philippe Gaborit, of University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: 

Title: Professor
Date: November 28, 2017
Place: Limoges



I, Adrien Hauteville, University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: Adrien Hauteville

Title: Ph.D. Student
Date: November 28, 2017
Place: Limoges



I, Olivier Ruatta, of University of Limoges, 123 avenue Albert Thomas, 87060 Limoges Cedex,
FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: Olivier Ruatta

Title: Associate Professor
Date: November 28, 2017
Place: Limoges



I, Jean-Pierre Tillich, of INRIA Rocquencourt, B.P. 105 78153 Le Chesnay Cedex, FRANCE, am
the owner of the submitted reference implementation and optimized implementations and hereby
grant the U.S. Government and any interested party the right to reproduce, prepare derivative
works based upon, distribute copies of, and display such implementations for the purposes of the
post-quantum  algorithm  public  review  and  evaluation  process,  and  implementation  if  the
corresponding cryptosystem is selected for standardization and as a standard, notwithstanding
that the implementations may be copyrighted or copyrightable.

Signed: Jean-Pierre Tillich

Title: Research Director, Professor
Date: November 28, 2017
Place: Paris



I, Gilles Zémor, of IMB, University of Bordeaux, 351 cours de la Libération, F-33405 Talence
Cedex,  FRANCE,  am  the  owner  of  the  submitted  reference  implementation  and  optimized
implementations and hereby grant the U.S. Government and any interested party the right to
reproduce,  prepare  derivative  works  based  upon,  distribute  copies  of,  and  display  such
implementations for the purposes of the post-quantum algorithm public review and evaluation
process, and implementation if the corresponding cryptosystem is selected for standardization
and  as  a  standard,  notwithstanding  that  the  implementations  may  be  copyrighted  or
copyrightable.

Signed: Gilles Zémor

Title: Professor
Date: November 28, 2017
Place: Bordeaux
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